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ABSTRACT 
The application of smart glasses in healthcare, particularly for providers engaged in hands-on 
patient care tasks, presents unique design challenges. This study combines participatory design 
and usability testing to assess the user experiences of touchless interaction methods for smart 
glasses in the context of Emergency Medical Services (EMS). The participatory design workshops 
with 16 EMS providers reveal a preference for touchless interaction methods such as voice com-
mands and pinch hand gestures, driven by the need to keep hands free and minimize cross-con-
tamination risk. Despite this preference, the laboratory-based usability testing with 16 EMS 
providers indicates that both voice commands and hand gestures fall short in task performance 
compared to the default tangible buttons on smart glasses, primarily due to software limitations 
and EMS providers’ unfamiliarity with touchless techniques. Our findings reveal specific issues 
associated with using different interaction methods when operating smart glasses. Building on 
these insights, we discuss design implications for smart glasses to better align with the dynamic 
and unique characteristics of fast-paced medical work.

KEYWORDS 
Smart glasses; touchless 
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1. Introduction

The launch of Google Glasses in 2013 started a new wave of 
enthusiasm for smart glasses. This technology typically per-
tains to augmented reality (AR)-powered, head-mounted 
devices capable of displaying virtual information on near- 
eye displays (Zuidhof et al., 2021). Although they are still in 
the early stages of development, smart glasses have seen sig-
nificant advancements over the past decade, particularly in 
computing power and battery life. These improvements have 
greatly enhanced the adaptability of smart glasses for various 
tasks and work settings, including fast-paced medical work 
such as Emergency Medical Services (EMS) or pre-hospital 
care (Schaer et al., 2016; Schlosser et al., 2021; Zhang, Joy, 
et al., 2022).

EMS represents a specialized medical domain where 
emergency care providers such as paramedics or emergency 
medical technicians (EMTs) deliver urgent medical assist-
ance outside of hospital settings and transport critically ill 
or injured patients to the most appropriate point of defini-
tive care. Several technologies, such as electronic health 
record (EHR) (Pilerot & Maurin S€oderholm, 2019) and tele-
medicine systems in ambulances (Chapman Smith et al., 
2019; Cho et al., 2015; Geisler et al., 2019; Yperzeele et al., 
2014), have been developed to facilitate data collection, inte-
gration, and sharing in the field. However, due to the 
demanding nature of treating high-acuity patients, EMS 
providers often have limited capacity to use handheld 

computing devices in real time (Pilerot & Maurin 
S€oderholm, 2019; Zhang, Joy, et al., 2021). It is therefore 
understandable that many technologies created for EMS pro-
viders have a low adoption rate, primarily because of their 
heavy reliance on manual input and control (Chapman 
Smith et al., 2019; Cho et al., 2015; Hertzum et al., 2019; 
Rogers et al., 2017). Therefore, there is a pressing need for 
innovative technologies and interaction methods that can 
better accommodate the hands-busy nature of EMS work. 
Smart glasses are considered a promising solution because 
of their potential to free up providers’ hands from the use 
of computing devices (Schaer et al., 2016).

The dynamic nature of EMS work requires that smart 
glasses be user-friendly and support “touchless” operation to 
mitigate possible cross-contamination and interference with 
EMS providers’ manual tasks (Schlosser et al., 2021; Zhang, 
Joy, et al., 2022). However, the majority of current smart 
glasses rely on tangible buttons or touchpads for interaction 
(Lee & Hui, 2018; Tung et al., 2015). Researchers in the 
Human-Computer Interaction (HCI) field thus have sought 
to develop various touchless interaction methods, such as 
voice commands, hand gestures, head movements, facial 
expressions, and gaze inputs (Aigner et al., 2012; Gjoreski 
et al., 2023; Ha et al., 2014; Jones et al., 2010; Lee & Hui, 
2018; Toyama et al., 2014). Advanced sensing technology 
within smart glasses can process these input methods, ena-
bling touchless interactions with the virtual content dis-
played. Despite this body of research, there has been 
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relatively limited research focused on examining two critical 
aspects: (1) EMS providers’ inputs on the preferred touchless 
interaction methods viable for a fast-paced work environ-
ment, and (2) the user experience and usability of the pre-
ferred touchless interaction methods when using smart 
glasses to assist EMS work.

To address these research gaps, we adopted a user-cen-
tered design and evaluation approach, consisting of two 
studies. In the first study, we organized participatory design 
workshops to gather insights from EMS providers about 
their preferred touchless interaction methods for smart 
glasses. We found that voice commands and pinch hand 
gestures were their most preferred touchless interaction 
methods among various methods synthesized in prior work 
(Lee & Hui, 2018). Building on our workshop findings, we 
iteratively designed and developed a system prototype that 
incorporated providers’ preferred interaction methods. We 
then conducted a follow-up usability study in a controlled 
setting to compare the user experiences with voice com-
mands and pinch gestures against those with tangible but-
tons, which are the default interaction method on most 
commercial smart glasses. Our findings suggest that tangible 
buttons yielded the most efficient task performance, fol-
lowed by voice commands and then pinch gestures. Many of 
the errors participants made with voice commands and 
pinch gestures could be attributed to software limitations 
and unfamiliarity with certain commands and hand pos-
tures. Despite the less-than-optimal performance, EMS pro-
viders still favored touchless interaction methods over 
tangible buttons, particularly given the unique challenges of 
their work, such as hands-on tasks and the risk of cross- 
contamination. Finally, we detail the EMS providers’ 
perceived advantages and challenges of both touchless and 
tangible interaction methods. We conclude the paper by dis-
cussing design implications and research opportunities for 
making smart glasses easy-to-use in dynamic and time-crit-
ical medical domains.

Our contributions to the field of HCI are three-fold. 
First, given that there has been limited exploration into the 
interaction between medical providers and smart glass devi-
ces, our study contributes new insights into designing 
appropriate interaction methods of smart glasses for fast- 
paced medical settings where the use of handheld computing 
devices is often challenging. Second, while other hospital set-
tings have embraced technological advancements, EMS prac-
tice still lacks adequate technological support (Gausche-Hill 
et al., 2021). Our work uncovers new technology opportuni-
ties that can greatly benefit this critical medical domain. 
Lastly, our study reveals the perspectives of EMS providers 
on the benefits and challenges of different smart glass inter-
action approaches, providing actionable insights for design-
ers, researchers, and smart glass manufacturers to enhance 
the usability and adaptability of this technology in dynamic, 
hands-busy settings.

In the remaining sections of the paper, we present a lit-
erature review on smart glass usage and interaction (Section 
2) and provide an outline of our study design (Section 3). 
The findings from our first study—participatory design 

workshops with EMS providers—are reported in Section 4. 
The results of our second study, which focused on the 
usability evaluation of touchless interaction methods, are 
detailed in Section 5. Finally, we discuss the implications of 
our findings (Section 6) and conclude the paper with key 
take-away messages (Section 7).

2. Related work

2.1. Applications of smart glasses in medical settings

In recent years, smart glasses have been explored and used 
across various medical settings. A predominant application 
area for smart glasses is facilitating communication and care 
coordination among distributed care teams. For instance, 
they have been used for broadcasting surgeries to remote 
consultants (Weibel et al., 2020), facilitating the remote 
evaluation of critical patients (Broach et al., 2018; Cicero 
et al., 2015; Follmann et al., 2019; Noorian et al., 2019), and 
enabling virtual ward rounds during the COVID-19 pan-
demic (Munusamy et al., 2021). Beyond serving as a tele-
medicine tool, smart glasses have also been used for 
recording patient encounters (Aldaz et al., 2015; Klinker 
et al., 2020a; Odenheimer et al., 2018), enhancing awareness 
of patient statuses in critical care (Romare & Sk€ar, 2020), 
and aiding decision-making processes (Faiola et al., 2019). 
These studies have demonstrated the usefulness of smart 
glasses in patient care, including their ability to integrate 
with existing medical devices (e.g., vital signs monitor) to 
offer a holistic view of the patient’s condition (Chai et al., 
2014; Mitrasinovic et al., 2015; Yu et al., 2016).

Of particular relevance to this study is the growing inter-
est in utilizing smart glasses to support EMS work. For 
example, a few studies have evaluated the use of off-the-shelf 
smart glasses in assisting patient triage during mass casualty 
incidents in the field (Berndt et al., 2016; Broach et al., 
2018; Cicero et al., 2015; Follmann et al., 2019; Schaer et al., 
2016). These studies have underscored the advantages of 
employing smart glasses to improve prioritization of casual-
ties and real-time sharing of visual medical information dir-
ectly from the scene. Additionally, a few recent studies, 
including our own (Schlosser et al., 2021; Zhang, Joy, et al., 
2022; Zhang, Ramiya Ramesh Babu, et al., 2022), have 
explored the perceptions and opinions of EMS providers 
regarding the adoption of smart glasses. These studies 
revealed several potential application areas for smart glasses 
in the EMS context, such as enhanced communication 
between distributed care providers, augmented decision- 
making, and hands-free data collection and retrieval.

Despite these efforts, a research gap persists—researchers 
have primarily focused on evaluating or exploring off-the- 
shelf smart glass devices in EMS work, with little attention 
paid to the interaction between EMS providers and the smart 
glasses themselves. Furthermore, limited work has taken a 
user-centered approach to investigate appropriate interaction 
methods for fast-paced medical settings, such as EMS. For 
example, in the study conducted by Zhang, Joy, et al. (2022), 
EMS providers’ opinions about voice commands and hand 
gestures were sought, but their investigations were restricted 
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to these two specific methods and did not evaluate user pref-
erences across a range of interaction methods. Therefore, our 
study aims to bridge this research gap by systematically inves-
tigating favorable and feasible interaction methods for smart 
glasses from EMS providers’ perspectives while considering a 
range of options that have been developed and explored in 
prior work (Lee & Hui, 2018). In the next section, we review 
existing work related to smart glass interaction methods.

2.2. Touchless interaction methods for smart glasses

Compared to smartphones, smart glasses have a more lim-
ited display size and viewing angle (Syberfeldt et al., 2017). 
These unique characteristics of smart glasses, combined with 
their default interaction methods like tangible button, can 
complicate the user interactions with the device (Grossman 
et al., 2015; Ok et al., 2015). Even more concerning is that 
tangible buttons require physical touch or pressing, which 
increases the risk of cross-contamination in medical settings. 
To address these limitations, HCI researchers have devel-
oped and evaluated various touchless interaction methods. 
In this section, we review several such methods that are par-
ticularly relevant to environments where hand control is 
either impractical or inconvenient [a comprehensive review 
of interaction methods for smart glasses can be found in Lee 
and Hui (2018)].

Voice recognition is perhaps the most well-known and 
established touchless interaction methods for smart glasses. 
This technology, widely applied in smartphones and conver-
sational agents, allows computing devices to be controlled 
through a set of pre-programmed voice commands, which 
users must learn before operating the device. Although 
intuitive, voice commands can be problematic in noisy and 
dynamic settings (Lee & Hui, 2018). To mitigate this chal-
lenge, recent research has attempted to leverage advanced 
speech recognition and natural language processing (NLP) 
techniques to enhance voice-based interactions with smart 
glasses (Almutairi et al., 2020; Zhang, Luo, et al., 2022). For 
example, Almutairi et al. (2020) developed a smart glass 
application with integrated speech recognition to assist visu-
ally impaired individuals in navigating from one location to 
another.

Hand gestures represent another touchless input method 
for smart glasses that has been widely explored. This inter-
action method enables users to perform 2D-based tasks (e.g., 
selection or pointing) or 3D-based tasks in an AR environ-
ment (e.g., 3D object orientation and manipulation) (Aigner 
et al., 2012; Ha et al., 2014). Various hand gesture-based 
interactions have been developed to facilitate the use of 
smart glasses across various tasks (Lee & Hui, 2018). For 
example, Lee et al. (2019) introduced a freehand mid-air 
interaction technique that captures user hand movements 
(e.g., pointing). In a similar vein, another study by Lee et al. 
(2019) implemented a text input system for smart glasses 
that allows users to enter text using hand gestures in a key-
board-less interface.

In addition to voice-based and hand gesture-based con-
trols, previous research has also explored other forms of 

touchless input. For example, by utilizing the built-in accel-
erometers and gyroscopes in smart glasses, head movement 
has been proposed as a method to control text input (Jones 
et al., 2010), user authentication (Yi et al., 2016), and pic-
ture-taking (Klinker et al., 2020a). However, due to ergo-
nomic concerns, head-tilt gestures are rarely considered as a 
major input method for smart glasses, especially when users 
are doing excessive activities. For example, a study noted 
that certain head gestures (e.g., tilting) were difficult to 
apply in practice when medical providers engaged in care 
activities (Prilla et al., 2019). Another non-obtrusive inter-
action method for smart glasses is gaze input, which con-
trols cursor movement on near-eye displays. For instance, 
Toyama et al. (2014) explored the utilization of gaze move-
ment for tasks such as text reading and translation. While 
gaze-based interaction is compelling and involves minimal 
muscle movement, it has major drawbacks such as being 
error-prone and requiring excessive calibration (Bulling 
et al., 2012; Lee & Hui, 2018). Lastly, a few recent studies 
have explored the use of users’ facial gestures and expres-
sions (e.g., eye-wink, frown, smile, etc.) to realize touchless 
interaction with smart glasses or mobile devices (e.g., tab-
lets) (Gjoreski et al., 2023; Goel et al., 2015; Matthies et al., 
2021). This innovative interaction method uses sensors on 
smart glasses to monitor the user’s face and leverages 
advanced artificial intelligence (AI) techniques to recognize 
facial expressions. While promising, calibration tailored to 
each wearer and user training remain essential. For example, 
users might need to memorize the correlation between facial 
gestures and specific actions, such as using smile to confirm 
a selection.

In summary, HCI researchers have proposed, imple-
mented, and evaluated various touchless interaction 
approaches for smart glasses to overcome the limitations of 
tangible input controls. However, most of these approaches 
have been tailored for non-critical environments, such as 
office settings (Huang et al., 2015) and gaming (Tung et al., 
2015). There is limited research exploring their potential in 
supporting time-critical tasks like those in EMS. To address 
this research gap, we conducted two consecutive studies to 
(1) identify touchless interaction methods preferred by EMS 
providers, taking into account their unique work practices, 
and (2) compare the user experience of touchless interaction 
methods with that of tangible inputs. Our findings provide 
valuable insights for designing intuitive smart glass interac-
tions to meet the needs of dynamic and fast-paced medical 
teams.

3. Overview of the study design

The work presented in this paper are part of a larger research 
project that aims to design and develop user-friendly smart 
glass applications to support EMS work. As an initial phase 
of the larger project, our focus was on exploring suitable 
interaction methods for the use of smart glasses in the EMS 
context and evaluating the usability of those interaction meth-
ods. To achieve this goal, we conducted participatory design 
workshops and usability evaluations with EMS providers. 
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This research was approved by the first author’s university 
Institutional Review Board (IRB).

The participatory design workshop served as a platform 
to gather insights into the needs of EMS providers regarding 
smart glass design, including their preferences for touchless 
interaction methods. These user inputs informed our itera-
tive design and development of a prototype smart glass sys-
tem. Following this, we conducted a comparative evaluation 
study with the smart glass prototype to assess the usability 
of three specific interaction methods: the two most favored 
touchless methods (voice commands and hand gestures) and 
the default interaction method (tangible buttons). Using a 
within-subject, repeated-measure design, participants 
engaged with each interaction method in a randomized 
order to complete an identical set of tasks. When presenting 
qualitative results in the subsequent sections, we adopt the 
notation PD# to refer to a design workshop participant and 
T# for a usability testing participant.

We recruited study participants from four EMS agencies, 
including a fire-based agency located in the rural area of the 
mountain region of the U.S., and three hospital-based EMS 
agencies located in an urban area in the east coast region of 
the U.S. The various characteristics of these participating 
teams (e.g., fire vs. hospital-based agency, urban vs. rural 
area) could help improve the generalizability of this 
research. The director at each EMS agency sent out a 
recruitment email to the whole team and instructed them to 
contact the researcher, if interested. The recruited partici-
pants have different occupations (e.g., paramedic vs. EMT) 
and varying experiences (e.g., less than a year vs. more than 
40 years). The details of participant demographics are pre-
sented in Table 1. All participants were compensated for 
their participation with a $60/hour rate.

4. Study 1: Exploring EMS providers’ preferred 
touchless interaction methods of smart glasses

4.1. Method

4.1.1. Study procedure
We conducted four participatory design workshops with 16 
EMS providers. Each workshop session consisted of four 
participants and lasted for up to two hours. The workshops 
focused on discussing the necessary system features for sup-
porting EMS work and identifying the preferred touchless 
interaction methods among EMS providers. Participants 
were encouraged to share the challenges they encountered in 
their work, express their needs and suggestions for system 
features, and discuss their preferred interaction methods for 
smart glasses. Additionally, participants were asked to create 
sketches to illustrate their technology needs and preferences 
and collaborate as a group to develop design concepts.

We selected six touchless interaction methods from a 
range of options described in Lee and Hui (2018). These 
options were evaluated based on two criteria in our study: 
(1) whether the interaction method is suitable for the 
dynamic and mobile work practices of EMS, and (2) the 
feasibility of its technical implementation on most commer-
cial smart glass devices. For the first criterion, two project 

consultants—senior EMS providers with over 20 years of 
experience and some familiarity with using wearable tech-
nologies in medical training—assessed each option and com-
piled a shortlist of interaction methods potentially suitable 
for EMS work. Subsequently, our research team investigated 
the feasibility of implementing these shortlisted methods on 
commercial smart glass devices. For example, while head-tilt 
controls can technically be implemented on most smart 
glasses, our consultants noted that EMS providers are con-
stantly on the move and engage in physically demanding 
activities such as lifting patients, which makes head-tilt con-
trols impractical for this context. Similarly, since EMS care 
involves direct patient interaction, using facial expressions as 
a control method was considered inappropriate for this set-
ting. In contrast, eye-tracking offers a more subtle way of 
interacting with smart glasses (e.g., compared to voice com-
mands); however, due to cost and hardware limitations, this 
method has not yet been implemented on commercial smart 
glasses (Haque et al., 2015; Prilla et al., 2019). More details 
about the pre-selection process for the touchless interaction 
methods are presented in Table 2.

After an iterative process of review and selection, six 
interaction methods were included in our final list to be 
ranked and discussed by EMS participants in the workshops: 
(1) voice commands (Firouzian et al., 2017), (2) pinch ges-
tures (performing a pinch hand gesture in front of the 
device camera to invoke click interaction on the screen) 
(Guimbreti�ere & Nguyen, 2012), (3) ring input (a finger- 
worn device that detects touch on the ring surface as input 
for smart glasses) (Ens et al., 2016), (4) haptic glove (a 

Table 1. Participant demographics.

Study ID Gender
Years of  

experience Occupation

PD Workshop PD1 Male 42 years Paramedic & Director
PD2 Male 3 years EMT
PD3 Male 10 years Paramedic
PD4 Male 5 years EMT
PD5 Female 10 years Paramedic
PD6 Male 20 years Paramedic
PD7 Male 27 years Paramedic
PD8 Male 6 years Paramedic
PD9 Female 18 years Paramedic
PD10 Female 7 years Paramedic
PD11 Male 9 years Paramedic
PD12 Male 16 years Paramedic
PD13 Male 6 years EMT
PD14 Male 2 years EMT
PD15 Male 5 years EMT
PD16 Male 20 years Paramedic

Usability Testing T1 Male 5 years EMT
T2 Male 2.5 years EMT
T3 Male 40 years Paramedic & Director
T4 Male 13 years Paramedic
T5 Female 4 years Paramedic
T6 Male 4 years Paramedic
T7 Male 3 years EMT
T8 Male 6 years EMT
T9 Female 10 years Paramedic
T10 Female 16 years Paramedic
T11 Male 25 years Paramedic
T12 Male 6 years EMT
T13 Male 8 years EMT
T14 Male 25 years Paramedic
T15 Male 5 years EMT
T16 Male 1 year EMT
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tactile glove equipped with touch-sensible textile for point-
ing and selecting actions on the screen of smart glasses) 
(Hsieh et al., 2014), (5) wristband (tracking the movement 
of a users’ wrist as gestural inputs for smart glasses) (Ham 
et al., 2014), and (6) touch on palm (using the palm as a 
surface to interact with the projected virtual content of 
smart glasses on the user’s palm) (Wang et al., 2015). We 
used relevant videos, pictures, and online resources to illus-
trate these touchless interaction methods and facilitate dis-
cussion on their preferred interaction methods. After 
presenting and describing the interaction methods, partici-
pants were asked to discuss and rank them from most to 
least preferred, taking into account the feasibility and ease 
of use of each interaction method in their workflow. The 
rankings were anonymously submitted via Google Form. 
Out of 16 participants, 15 rankings were successfully 
recorded.

4.1.2. Data analysis
We transcribed the discussions from the design workshop 
verbatim and imported the transcripts into NVivo (version 
12) for further analysis. The transcribed data were then ana-
lyzed using an open coding technique (Blair, 2015; Holton, 
2007). Two researchers first reviewed all the transcripts to 
familiarize themselves with the data, and subsequently, they 
independently analyzed one transcript to develop a code-
book. The analysis focused on user requirements for smart 
glass design, user preferences and perceived ease-of-use for 
different interaction methods, and perceptions of using 
smart glasses in the field. All codes were discussed among 
the researchers to decide if a code needed revision, and to 
determine which codes to keep, merge, or discard. The 
researchers then used the finalized codebook to standardize 
the coding process for the remaining transcripts. Any new 
codes that emerged during this process were thoroughly 

discussed and added to the codebook. Finally, all researchers 
employed the thematic analysis approach (Braun & Clarke, 
2012) to collaboratively construct the affinity diagram—an 
inductive method often used to organize low-level codes 
into high-level categories (Creswell & Poth, 2016)—to iden-
tify overarching themes.

The participants’ preferences for touchless interaction 
methods were analyzed by examining their “first choice” 
(the most preferred method), “second choice” (the second 
most preferred method), and “third choice” (the third most 
preferred method).

4.2. Results

Out of the 16 workshop participants, 15 successfully submit-
ted their rankings for the touchless interaction methods, 
which are depicted in Figure 1. Voice command emerged as 
the most preferred method, with 10 participants choosing it 
as their “first choice” and the remaining 5 selecting it as 
their “second choice.” Participants explained that voice com-
mand was more straightforward and easier to learn com-
pared to the other methods: “With things like Alexa and 
stuff like that, I would say the voice commands would be my 
first choice in terms of familiarity.” (PD 11)

Pinch gestures were deemed the second most preferred 
method, with 5 participants selecting it as their “first choice” 
and 10 participants choosing it as their “second choice.” 
Participants found using pinch gestures to be easier and less 
cumbersome compared to other gestural input methods that 
require an additional device (e.g., wristband): “I would 
rather do the pinching, even if it’s socially less acceptable 
than use any of these other methods.” (PD 6)

Among the remaining four methods, wristband-based 
gestural input received the highest ranking, with nine partic-
ipants selecting it as their “third choice.” Participants cited 
comfort and social acceptability as the primary reasons for 

Table 2. A Summary of the pre-selection process of touchless interaction methods described in Lee and Hui (2018).

Method name (reference) Included/excluded Rationale

Finger-Worn Ring (Ens et al., 2016) Included Deemed suitable for EMS workflow as it is unobtrusive and 
socially acceptable (as some EMS providers already wear rings).

Wristband (Ham et al., 2014) Included Considered potentially suitable for EMS workflow due to its non- 
obtrusive nature (some providers already wear wristband).

Touch-Belt Device (Dobbelstein et al., 2015) Excluded Deemed inconvenient and impractical to wear.
Facial Expression (Serrano et al., 2014) Excluded Not practical for EMS due to extensive patient interaction 

requirements; Cognitive burden from associating expressions 
with commands.

Touch on Palm (Wang et al., 2015) Included Using augmented reality to interact with smart glasses via palm 
was not seen as obtrusive.

Forearm as Surface (Azai et al., 2017) Excluded Wearing additional equipment on the forearm was considered 
inconvenient and socially awkward.

Pinch Gesture (Guimbreti�ere & Nguyen, 2012) Included No external device needed; Convenient and intuitive to use as it is 
similar to mouse clicking.

Voice Recognition (Firouzian et al., 2017) Included Preferred due to familiarity compared to other touchless methods.
Head Gesture (Yi et al., 2016) Excluded Deemed impractical as EMS providers need to move frequently 

and excessively.
Gaze Movement (Toyama et al., 2014) Excluded Initially included by consultants but later excluded by researchers 

due to technical constraints due to its technical constraints, for 
example, eye-tracking hardware and software are not yet fully 
developed and implemented in current smart glasses.

Tongue Gesture (Saponas et al., 2009) Excluded Inapplicable in EMS contexts where communication with patients 
and partners is essential.

Haptic Glove (Hsieh et al., 2014) Included Acceptance was tentative; use of palm/hand as a surface is 
feasible, but compatibility with gloves remains uncertain.
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preferring the wristband over other options such as the ring 
input or touch on the user’s palm for smart glass inter-
action. One participant explained: “I’m already wearing a 
smartwatch, which is about the same size. So, wearing a 
wristband is not a big deal to me. Also, I think that would be 
somewhat more socially acceptable.” (PD 11)

The other methods (ring, touch on the palm, and haptic 
glove) were perceived as impractical to use (e.g., “I don’t see 
it (haptic glove) working well underneath our medical 
gloves.”), prone to contamination (e.g., “If you touch any sort 
of blood, urine, body fluids, we’re constantly getting stuff all 
over our gloves and the rings going to be on top of that.”), 
easy to lose (e.g., “They’re gonna lose those rings.”), or too 
complex to use (e.g., “The touch on the palm just from the 
video itself seemed more complex than gestures and voice rec-
ognition. You’re adding another step because you have to put 
on an extra piece of equipment rather than just the gloves.”).

5. Study 2: Usability evaluation of EMS providers’ 
preferred touchless interaction methods for smart 
glasses

5.1. Method

5.1.1. Prototype development
We developed our smart glass application on the Vuzix 
M400 platform (Figure 2), which operates on Android. The 
device’s camera allows for capturing still images and record-
ing videos. This device is water-resistant and has up to 
12 hours of battery life, while also being capable of operating 
across a wide temperature range, i.e., from −20 �C to 45 �C. 

Additionally, the device is compatible with wearers’ pre-
scription glasses and protective gear (e.g., helmets, hats, 
etc.). Compared to the first generation of smart glasses 
released almost a decade ago, these hardware advancements 
have the potential to address longstanding concerns related 
to battery life and ergonomic issues when using smart 
glasses in daily work or life (Zuidhof et al., 2021).

The primary user interface (UI) of the M400 device is the 
near-eye display, where users interact with virtual content 
and various elements such as virtual buttons, lists, and 
menus (Figure 2). The default interaction method for this 
device is tangible buttons (buttons 1–3 in Figure 2): Button 
1 (rearmost) enables forward navigation, button 2 (middle) 
enables backward navigation, and button 3 (foremost) is 
used for selection.

Based on the findings from our design workshops, which 
identified voice commands and pinch gestures as the most 
preferred touchless interaction methods, we integrated these 
two methods into our prototype for subsequent usability 
evaluations. Specifically, we utilized the Vuzix software 
development kit (SDK) along with its Speech Command 
engine1 to develop the voice command functionality. The 
Vuzix Speech Command engine is a phrase-matching recog-
nition system designed to interpret and respond to voice 
commands. It comes with a base vocabulary (e.g., saying 
“hello Vuzix” to activate the system) and supports the add-
ition of custom vocabulary to carry out application-specific 
actions, such as taking a photograph in response to the 
command “take a picture.” In our system prototype, we pro-
grammed a set of simple voice commands that correspond 
to the text labels on the UI elements. We also implemented 

Figure 1. Participants’ ranking of preference for six illustrated touchless interaction methods in the participatory design workshops.
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multiple voice commands for a single action to provide 
users with greater flexibility. For example, users can activate 
the system’s listener for voice input by saying “hey glass,” 
“hey Vuzix,” “hello glass,” or “hello Vuzix.” To implement 
the pinch gesture-based interaction method, we used a com-
mercial gesture control software (CrunchFish2). This soft-
ware is powered by hand-tracking algorithms, allowing a 
user to perform a pinch gesture to select and activate a vir-
tual button on the screen in a touchless manner. Operating 
the pinch gesture involves two steps: first, the user performs 
an open pinch to summon the cursor (Figure 3, Left), and 
then, to complete an interaction such as clicking or drag-
ging, the user performs a pinch click by tapping the thumb 
and index finger together (Figure 3, Right).

To prepare tasks for the usability testing phase, we itera-
tively designed and implemented five features in our proto-
type, drawing on insights from the participatory design 
workshops. These features are intended to support key EMS 
tasks that are currently challenging or impractical to per-
form using existing tools. Below, we provide a brief descrip-
tion of each feature.

Feature 1: Video-based consultation with a remote physician. 
EMS providers often require consultations with remote 
physicians for decision support or medical guidance, such as 
obtaining medication authorization or receiving expert advice 
on treatment and patient destination. By using smart glasses, the 
remote physician can observe and hear what the EMS providers 
are experiencing in the field, thus gaining a better 
understanding of the patient’s condition. In our current 
prototype design, the smart glass wearer initiates the call by 
indicating the reason (Figure 4, Left). During the call, the 
wearer can control the camera and audio settings, and end the 
call as needed (Figure 4, Right).
Feature 2: Hospital notification via video call. Due to technical 
limitations, EMS providers are currently restricted to using 
radio communication inside the ambulance to notify the 
receiving hospital. This work practice causes inconvenience for 
EMS providers; for example, one provider needs to leave the 
patient and get into the ambulance to notify the receiving care 
team (Zhang, Sarcevic, et al., 2021). Our system allows EMS 
providers to notify the receiving care team anytime and 
anywhere.
Feature 3: Medication scanning. Accurate collection and 
documentation of medication information in the field can be 
both time-consuming and challenging. To address this issue, we 
have developed a feature that allows EMS providers to scan the 

Figure 2. Vuzix M400 smart glass used in the study.

Figure 3. The pinch hand gesture allows users to interact with different UI elements on the near-eye display. To execute this gesture, the user begins by perform-
ing an open pinch to activate the cursor (left), followed by a pinch click achieved by tapping the thumb and index finger together (right).
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barcode on administered medications, which automatically 
records detailed information such as the medication’s name and 
administered time.
Feature 4: Visual information capture. It is not uncommon for 
EMS providers to take pictures of the scene, such as a crashed 
vehicle, using personal cellphones (Zhang et al., 2017). These visual 
records provide additional context (e.g., patient injuries) for the 
hospital care team, which facilitates discussions between EMS and 
hospital teams during patient hand-off. To enhance this practice, 
our prototype enables picture-taking and video recording.
Feature 5: Dictation of patient information for documenting on 
EHR. Documenting patient information in the field using an 
EHR can be time-consuming to the providers and often 
incomplete in time-critical settings (Jagannath et al., 2019). To 
streamline EMS data collection and documentation, we aim to 
integrate our smart glass prototype with EHR systems. This will 
allow EMS providers to dictate patient information directly to 
the smart glasses. Leveraging NLP techniques, the smart glasses 
automatically transcribe and process the dictation in real-time to 
record essential medical information into the EHR, which 
supports continuity of patient care.

5.1.2. Usability evaluation
5.1.2.1. Study procedure. We first conducted a power ana-
lysis using G�Power (version 3.1.9.7) to determine the 
requisite number of participants to meet the minimum sam-
ple size needed for our study (Faul et al., 2007). While con-
ducting the power analysis, we considered an expected effect 
size of 0.5, an alpha level of 0.05, and a power of 0.80. 
Based on the results of the power analysis, we recruited 16 
participants to participate in individual usability testing. The 
tests took place in a controlled environment within the EMS 
agency (e.g., an office or a simulation lab), with each session 
lasting about 60 min.

At the beginning of each testing session, we explained the 
study’s purpose and obtained consent from the participants. 
We then demonstrated the key system features and inter-
action methods of our prototype. Additionally, we provided 
a reference sheet with the necessary voice commands to 
facilitate task completion. Since none of the participants had 

prior experience with smart glasses, we provided training to 
help them become acquainted with the device’s operation. 
Each participant was given four sample tasks to practice 
operating the prototype and to become familiar with the 
three interaction methods (voice commands, pinch gestures, 
and tangible buttons). The training typically lasted between 
15 and 20 min, though some participants required more 
time to become comfortable with the device and different 
interaction methods.

The participants were then asked to use the three inter-
action methods in a randomized order to complete an identical 
set of tasks, each corresponding to one of the five major fea-
tures of our prototype. A summary of the tasks is presented in 
Table 3. To mitigate the implications of learning effects (e.g., 
participants might become more familiar with the tasks as the 
testing progresses, potentially resulting in better performance 
with the interaction method tested later), we randomized the 
testing order of the interaction methods for each participant. 
For example, participant#1 started with hand gestures, followed 
by voice commands and tangible buttons, while participant#2 
tested the interaction methods in a different order (voice com-
mands!hand gestures!tangible buttons).

After completing the testing phase, we administered a 
survey that utilized a Likert scale ranging from 1 to 5, where 
“1” represented strong disagreement and “5” indicated 
strong agreement with the given statements. The survey 
included statements such as “I think the hand gesture inter-
action method is easy to use,” “I think the voice commands 
are easy to use,” and “I would prefer using tangible buttons 
over voice commands and hand gestures.” Additionally, we 
conducted semi-structured interviews to gather the partici-
pants’ perceptions, expectations, and experiences regarding 
the system features and interaction methods.

All testing sessions were audio-recorded and video-
taped. We also monitored and recorded the users’ interac-
tions with the application UI by connecting the smart 
glasses to the researcher’s laptop via Bluetooth. This setup 

Figure 4. The specific steps for conducting a teleconsultation with an online medical control doctor (system feature 1) using our system.

Table 3. An overview of the five testing tasks.

Task ID Task content Corresponding system feature

Task 1 Call a remote doctor for online medical control Feature 1
Task 2 Notify a hospital about the patient’s arrival via a video call Feature 2
Task 3 Scan the medication barcode Feature 3
Task 4 Take a photo of the surrounding environment Feature 4
Task 5 Dictate patient information for documentation Feature 5
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allowed us to observe participants’ actions and move-
ments within the interface, address any questions they 
had, and provide necessary support when needed. More 
importantly, the recordings of users’ operations within the 
application enabled us to perform an in-depth analysis of 
which UI elements participants selected and whether an 
error occurred.

5.1.2.1. Data analysis. In our analysis, we examined both 
objective measurements (e.g., task performance) and subject-
ive measurements (e.g., user experiences collected through 
surveys and interviews). Below, we provide a detailed 
description of how we analyzed these data.

Task Performance Analysis: We analyzed the video record-
ings of the smart glass screen frame-by-frame to measure 
three key aspects: task completion time, errors encoun-
tered, and the time taken to recover from errors. Task 
completion time represents the duration (in seconds) par-
ticipants spent on completing each task using a specific 
interaction method. Errors encountered refer to any failed, 
incorrect, or unintended operations that occurred during 
task performance. The time taken to recover from errors 
indicates the amount of time (in seconds) that participants 
needed to resolve any encountered errors.
Two researchers first reviewed two video recordings 
together to get familiar with the dataset and to determine 
what constituted an error. The task completion time was 
manually measured by calculating the elapsed time from 
the start of a task to its successful completion. Similarly, 
error recovery time was measured by determining the 
elapsed time from the occurrence of an error to its reso-
lution. An iterative process was used to develop a coding 
schema for errors, which included a variety of error types 
encountered during task performance, along with their def-
initions and examples. Subsequently, the same researchers 
randomly selected and independently reviewed an add-
itional four video recordings. To ensure inter-rater reliabil-
ity, we used Cohen’s Kappa coefficient to compare the 
error codes assigned by the researchers. The resulting 
kappa values were interpreted according to the scale pro-
posed by Landis and Koch (1977). The coders achieved an 
“Almost Perfect” level of agreement for the error codes, 
with a kappa value of 0.85. Any disagreements were 
resolved through discussions involving all researchers. 
Following this step, the researchers refined the coding 
schema for errors and completed the analysis of the 
remaining video recordings.
To assess differences in task performance among different 
interaction methods, we conducted a set of statistical anal-
yses. We began with Shapiro-Wilk tests to check the nor-
mality of participants’ performance data for each 
measurement (e.g., errors, task completion time, and error 
recovery time). Since all measurements deviated from nor-
mal distribution (W > 0.55, p< 0.01), we proceeded with 
non-parametric statistical methods to analyze the task per-
formance data. Specifically, we applied the Friedman test 
to determine if there were any significant differences in 

measurements across the three interaction methods. When 
a significant difference was detected, we performed post 
hoc pairwise comparisons using the Wilcoxon Signed-Rank 
test with Bonferroni corrected p-values.

Questionnaire Data Analysis: For the analysis of question-
naire data, which comprised responses to survey questions, 
we employed descriptive statistical analysis (e.g., calculating 
the average rating of all responses for each question). In 
addition, to assess the significance of differences in user 
ratings, we used the Kruskal-Wallis test to examine group 
differences, followed by post hoc Mann-Whitney U test 
with Bonferroni-corrected p-values for pairwise compari-
sons.
Regarding the qualitative data collected through interviews, 
we adopted the same inductive qualitative analysis 
approach specified in Section 4.1.2. This analysis focused 
specifically on EMS providers’ experiences and perceptions 
of using smart glasses and different interaction methods in 
their work.

5.2. Results

5.2.1. Usability comparison of touchless and tangible 
interaction methods
5.2.1.1. Task completion time. We observed a significant dif-
ference among the three interaction methods for this meas-
urement (v2(2) ¼ 20.14, p< 0.01). Post hoc pairwise 
analyses, as illustrated in Figure 5, revealed significant differ-
ences in task completion time between pinch hand gestures 
(Median ¼ 22.5) and voice commands (Z¼ 1023, p¼ 0.015), 
between voice commands (Median ¼ 18) and buttons 
(Z¼ 919.5, p¼ 0.012), as well as between buttons (Median 
¼ 16) and pinch gestures (Z¼ 604.5, p< 0.01). These results 
indicate that participants could complete tasks significantly 
faster when using tangible buttons. While voice commands 
took longer than tangible buttons, they were still signifi-
cantly faster than hand gestures in terms of task completion.

5.2.1.2. Errors. We observed a significant difference in the 
occurrence of errors among the three interaction methods 
(v2(2) ¼ 17.59, p< 0.01). As shown in Figure 5, participants 
encountered significantly more errors when using pinch ges-
tures (Median ¼ 1) compared to using voice commands 
(Median ¼ 1) and buttons (Median ¼ 0) (Z¼ 361 and 
232.5, respectively; both p values< 0.01). However, the dif-
ference in the number of errors between buttons and voice 
commands was not found to be significant (Z¼ 263, 
p¼ 0.10). These findings suggest that pinch hand gestures 
were more prone to errors compared to the other two 
methods.

Upon further examination, we categorized the types of 
errors encountered by participants for each interaction 
method and examined whether participants could recover 
from these errors independently or required assistance from 
the researchers. A summary of this analysis is presented in 
Table 4, with more details described below.

Pinch hand gestures accounted for the majority of errors 
(90/160, 56.25%). However, participants were able to resolve 
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these errors without assistance from the researchers in most 
cases (87/90, 96.67%). The most common error was the sys-
tem’s failure to recognize the pinch gesture (75/90, 83.33%). 
This could be attributed to the specific requirements of the 
gesture-sensing software used in the study: (1) the hand 
must be positioned at a minimum distance of 20 cm from 
the device’s camera (Figure 6, Left), and (2) the plane of 
both fingers (index and thumb) needs to be parallel to the 
camera when performing a close pinch gesture (Figure 6, 
Right). Due to participants’ unfamiliarity with this new 
method, they faced challenges in performing the pinch ges-
tures correctly, especially at the beginning of the task.

Voice commands had the second highest number of errors 
among the three methods (49/160, 30.63%), but participants 
were able to resolve most of these errors on their own (42/ 
49, 85.71%). The most common error was the voice-recogni-
tion software not responding to participants’ commands 
(n¼ 22). Typically, participants had to attempt their com-
mand a second time to get a response from the system. The 

second most frequent error occurred when users forgot to 
activate or reactivate the device’s listener (n¼ 20), likely due 
to their unfamiliarity with the activation process.

Tangible buttons had the fewest errors (21/160, 13.13%), 
and all participants were able to rectify these errors inde-
pendently without seeking assistance (21/21, 100%). The 
only error encountered by participants was pressing the 

Figure 5. Results of usability comparison of pinch hand gestures, voice commands, and tangible buttons across four measurements: task completion time, encoun-
tered errors, error recovery time, and user preference. Note: Median values are used as data labels for each bar.

Table 4. An overview of the analysis of errors encountered by our participants when using each interaction method.

Interaction method Error type
Number of total  

occurrences
Number of  

instances (W/O H)
Number of  

instances (WH)

Pinch Gestures -The system failed to recognize the close pinch gesture 75 74 1
-The user used a wrong gesture 5 4 1
-The system failed to recognize the entire hand posture 10 9 1
Total 90 87 3

Voice Commands - The system did not respond to voice commands 22 20 2
-The user forgot to activate or reactivate the device’s listener 20 17 3
-The user used an incorrect command 7 5 2
Total 49 42 7

Tangible Buttons -The user pressed a wrong button 21 21 0
Total 21 21 0

Note: The term “Number of Total Occurrences” refers to the overall count of errors that occurred. “Number of Instances (W/O H)” represents the number of 
instances the instances where participants were able to identify and resolve the error independently, without requiring assistance or guidance from the 
research team (“W/O H” stands for “without help”). On the other hand, “Number of Instances (WH)” indicates the number of instances where participants 
sought help from the research team to rectify the error (“WH” stands for “with help”).

Figure 6. Required hand posture by the gesture-sensing software.
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wrong button, which could be attributed to the counterin-
tuitive design of the buttons’ primary functions. As depicted 
in Figure 1, button 1 (rearmost) and button 2 (middle) are 
used for navigating forward and backward, respectively, 
while button 3 (foremost) is for selection. During our fol-
low-up discussions with participants (see Section 5.2.2.3), it 
emerged that most had presumed the middle button (button 
2) was for selection and the foremost button (button 3) was 
for backward navigation. This confusion of the buttons’ 
functions accounted for the majority of the errors.

5.2.1.3. Time taken to recover from errors. Overall, there 
were significant differences in the time taken to recover 
from errors among the three interaction methods (v2(2) ¼
16.28, p< 0.01). As illustrated in Figure 5, post hoc pairwise 
analyses revealed that both voice commands (Median ¼ 0.5) 
and pinch gestures (Median ¼ 3) required significantly 
more time to recover from errors compared to buttons 
(Median ¼ 0) (Z¼ 297.5 and 301.5, respectively; both p val-
ues< 0.01). However, no significant difference was found 
between voice commands and pinch gestures in this meas-
ure (Z¼ 0.677, p¼ 0.12). In summary, tangible buttons per-
formed the best in terms of error recovery, while voice 
commands and pinch gestures showed comparable perform-
ance in error correction, despite voice commands requiring 
less time for error recovery.

5.2.2. User experience of touchless interaction methods
The analysis of the survey questionnaire shows that buttons 
(M¼ 3.0/5, SD¼ 1.01) and pinch gestures (M¼ 3.47/5, 
SD¼ 1.24) received lower user ratings compared to voice 
commands (M¼ 4.38/5.0, SD¼ 0.72). Higher ratings indicate 
a more positive attitude towards an interaction method. The 
Kruskal-Wallis test shows a significant difference in user rat-
ings across the three methods (H (df¼ 2) ¼ 12.36, p< 0.01). 
As illustrated in Figure 5, pairwise comparisons show no 
significant difference between pinch gestures (Median ¼ 3.5) 
and voice commands (Median ¼ 4.5) (U¼ 70.5, 
n1¼ n2¼ 16, p¼ 0.03). However, there is a significant dif-
ference in user ratings between voice commands (Median ¼
4.5) and buttons (Median ¼ 3) (U¼ 37, n1¼ n2¼ 16, 
p< 0.01). These findings are interesting because user prefer-
ence for the interaction methods, after testing them, does 
not entirely align with their task performance. These results 
indicate that despite the suboptimal task performance of 
touchless methods, EMS providers still preferred using them 
over tangible inputs. Participants also elaborated on their 

perceived benefits and barriers for each interaction method, 
which are further described below. A summary of partici-
pants’ perceptions is presented in Table 5.

5.2.2.1. Voice commands. Participants favored this method 
the most (n¼ 8), because of its ease of use and intuitive-
ness: “I think the voice commands were nice because they 
match what you saw on the screen. I didn’t have to remem-
ber anything super special. It was pretty user-friendly and 
pretty straightforward. Like if you use a smartphone, you 
can probably use this.” [T14] Additionally, voice commands 
allowed for hands-free operation, reducing the risk of 
cross-contamination: “They’re very helpful and beneficial 
because, you know, I do have a lot of blood and stuff on me 
all the time.” [T8]

Regarding perceived disadvantages, a primary concern is 
that using voice commands in the noisy and chaotic pre- 
hospital environment could be very challenging: 

“The voice commands work, but they will not work in all 
scenarios. There’s a lot of noise, chaos, other people talking, all 
those different things that can make it difficult.” [T13] In such 
environments, voice-recognition software might be easily mis- 
triggered by crosstalk at the scene: “The big thing is the trigger 
phrases that we talked about. They might be mis-triggered from 
just the regular conversation. So, let’s say, you know, I talk to my 
patients like, ‘Hey, what are those glasses you’re wearing?’ Now, 
the trigger phrase is included in what we’re talking about. So, you 
need to find a way to make the trigger phrase unique enough and 
not common enough so that the glasses won’t be easily triggered 
from just normal conversation.” [T15] Additionally, using voice 
commands could confuse others at the scene, as one participant 
explained: “I’m not a huge voice control fan, especially when 
you’re trying to have a conversation with a patient or your crew. 
I think that might be confusing or hard to work when you’re 
talking to your system.” [T12] Lastly, participants raised 
concerns about the social implications of using voice 
commands, with one noting: “If there was someone else next to 
me, I might feel weird using the voice command.” [T16].

5.2.2.2. Pinch hand gestures. Participants acknowledged the 
usefulness of pinch gestures because this interaction method 
may be more suitable for noisy environments than voice- 
based interaction. They appreciated its ability to interact 
seamlessly with the smart glasses without interrupting their 
conversation with the patient or their partner: “I could con-
tinue to talk and evaluate and do some things while I’m 
using those gestures.” [T1]

Although many participants liked and were amazed by 
what pinch hand gestures could accomplish, they still 

Table 5. A summary of participants’ perceived advantages and disadvantages of each interaction method.

Interaction method Perceived advantages Perceived disadvantages

Voice Commands � Enabling touchless operation 
� Voice commands are easy to use and learn as they 

correspond to the text label displayed on the UI 
elements 

� Challenging to use in noisy and chaotic environments 
� Prone to mis-triggers due to cross-talks 
� Uncomfortable to speak commands in public spaces 

Pinch Gestures � Facilitating touchless operation 
� Minimal impact on communication with the patient and 

partner 

� Lengthy learning curve led to incorrect hand posture, 
resulting in unrecognized hand gestures by the system 

� Challenging to use while inside a moving ambulance 
Tangible Buttons � Already familiar with tangible buttons 

� Exhibits fewer errors compared to using voice 
commands or hand gestures 

� Not feasible to use when attending to patients 
� Raise concerns about potential cross-contamination 
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expressed a few concerns about this method. First, unfamili-
arity with the required hand position resulted in difficulties 
using hand gestures effectively to interact with the device. 
Some participants found this method a bit unnatural and 
required some time to become accustomed to it: “I found 
this method a little bit of unnatural, and then it also took a 
little bit of time getting used to.” [T15] Relatedly, the learn-
ing curve associated with using hand gestures led to several 
errors. For example, incorrect positioning of the user’s hand 
could make it unrecognizable by the system: “I was having a 
hard time trying to use the hand gestures, because sometimes 
my hand would be out of the screen, or it’s not even recogniz-
ing my hand on the screen.” [T10] Finally, using hand ges-
tures might pose challenges for providers in a moving 
ambulance: “Is it going to work reliably when you’re bouncing 
around in the back of an ambulance?” [T4]

Our participants provided some suggestions to improve 
the usability and acceptability of pinch gesture interaction. 
They emphasized the need for training to ensure that EMS 
providers are familiar with performing pinch gestures cor-
rectly. As one participant mentioned, they found the gestural 
input much easier to use after more practice: “Once I kind 
of understood the basic controls from it, I think that was the 
easiest to do.” [T6] Additionally, they expressed a desire for 
improved gesture-sensing software that could more easily 
and accurately recognize their hand movements. Finally, 
they recommended enlarging the virtual buttons on the 
interface and positioning them more appropriately for easy 
interaction with gestures. For example, it was noted that 
participants often encountered difficulty when interacting 
with the back button located in the corner. This observation 
implies that to prevent usability issues during gestural input, 
UI elements should be positioned away from the edges or 
corners of the screen.

5.2.2.3. Tangible buttons. A few participants (n¼ 5) stated 
that the tangible buttons on the smart glasses were easy to 
use because they were already familiar with such input: “I 
think that button was the easiest, just because it was more 
intuitive than the other two. I think it is probably just 
because that’s what I’m used to using.” [T1] Moreover, 
unlike using voice commands, providers can use buttons 
without disturbing others, as one participant stated: “I prefer 
the buttons because you know it’s quieter without stating 
what you’re doing.” [T7]

However, our participants highlighted several concerns 
about this method. First, the default setup of the buttons’ 
primary functions was not very intuitive for some partici-
pants. Despite the initial training, at least five participants 
found it difficult to remember the function of each button: 
“Because you might get confused. My intuitive thought of how 
the buttons should work is that the foremost button should be 
going backward, and then the middle one would be select.” 
[T16] Second, using the buttons could interfere with manual 
tasks and increase the risk of cross-contamination: “So dur-
ing patient care, you’re always wearing gloves. But as soon as 
those are contaminated, I don’t want to be touching anything 
near my face. And so, it’s not likely for me to be using those 

buttons.” [T6] Another participant shared a similar opinion 
and added that using buttons could eliminate the hands-free 
advantage of smart glasses: “If part of the goal of this is to 
offload your hands, then buttons are probably eliminating a 
little bit of that advantage.” [T6]

Nevertheless, EMS providers noted that the tangible but-
tons could serve as a backup approach to interact with the 
smart glasses if voice commands or hand gestures became 
ineffective, or when their hands are not occupied: “I would 
say the buttons could be our back-up because if the voice 
commands or hand gestures are not working, you’re going to 
revert to manually doing it.” [T11]

6. Discussion

In this section, we will first reflect on the user-centered 
approach we employed to examine smart glass interaction 
methods for EMS teams. We will then discuss our study’s 
implications for enhancing smart glass interaction in 
dynamic medical settings. Lastly, we will address the study’s 
limitations and suggest directions for future work.

6.1. User-centered approach for determining 
appropriate smart glass interaction methods for fast- 
paced medical teams

Prior work on the application of smart glasses in healthcare 
has primarily focused on using off-the-shelf smart glass 
devices to support various medical tasks (e.g., documenta-
tion, teleconsultation, etc.) and evaluating their efficacy 
(Mitrasinovic et al., 2015). However, there has been minimal 
focus on exploring the interaction between medical pro-
viders and smart glass devices. To the best of our know-
ledge, no previous research has worked closely with care 
providers to determine the most suitable way of interacting 
with smart glass devices in dynamic medical settings. 
Therefore, our study represents the first to employ a partici-
patory design approach to examine the preferred interaction 
methods for smart glasses by fast-paced medical teams such 
as EMS. This approach allowed us to integrate interaction 
methods into smart glasses that align more closely with the 
end-users’ needs.

Through the design workshops, we identified voice com-
mands and pinch gestures as the two most preferred touch-
less interaction methods. This user preference might be 
attributed to two primary factors. First, EMS providers may 
be more familiar with these two touchless methods, com-
pared to others. Voice commands is widely deployed in 
many smart devices so users have already become aqua-
tinted with this interaction method. Pinch gestures, on the 
other hand, mimic the operation of mouse clicks. Therefore, 
these two methods may seem more natural and convenient 
to the participants. This is understandable because in high- 
risk medical settings, providers tend to rely on technologies 
they are more familiar with (Safi et al., 2018). Second, some 
other options, such as ring-based input or haptic gloves, 
require additional devices to operate. Among all partici-
pants, it became evident that EMS providers preferred not 
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to use additional devices to interact with smart glasses, as it 
would add an extra burden. This finding implies that align-
ment with clinical workflow and specific work conditions is 
also an important determinant of user preference and the 
adoption of touchless interaction methods.

Given the great number of touchless interaction methods 
available, we chose to initially collaborate closely with senior 
EMS consultants, who have prior experience with wearable 
head-mounted display devices, to identify a shortlist of 
options for EMS providers to evaluate during workshops. 
This iterative pre-selection process considered not only the 
applicability of each option to the EMS context but also the 
technical feasibility of implementing each method on com-
mercial smart glasses. This strategy allowed the researchers 
to familiarize themselves with the types of touchless inter-
action techniques proposed or examined in previous 
research, and to narrow down a long list of options to a 
shorter list that was more practical for further investigation.

Another key consideration in our study design was that 
EMS providers might have varied opinions regarding touch-
less interaction methods and the smart glasses themselves. 
Therefore, we intentionally recruited EMS participants with 
diverse experiences, ages, and backgrounds from different 
agencies and locations. This diversity aimed to enhance the 
generalizability of our findings and minimize potential sam-
pling biases. Our inclusive approach ensured that care pro-
viders with a range of perspectives had equal opportunities 
to express their preferences and concerns.

Finally, when designing the touchless interaction methods 
during prototype development, we sought to adhere to 
established design guidelines. However, we discovered that 
design guidelines specific to gesture-based interactions are 
limited. Moreover, voice interaction design largely follows 
the set of guidelines for graphical interfaces (Murad et al., 
2018). In line with arguments from previous literature 
(Suhm, 2003), we recognize an emerging need for design 
principles tailored to touchless interactions with computing 
devices, especially wearable head-mounted displays. 
Nevertheless, we did follow several general design guidelines 
proposed by Nielsen (1994) and Shneiderman et al. (2016). 
For example, we mapped most voice commands to text 
labels on virtual buttons to reduce users’ cognitive load asso-
ciated with recalling an extensive list of voice commands. 
This design strategy resonated with design principles such as 
“recognition rather than recall” and “minimalism in design 
and dialogue.” Guided by the “flexibility and efficiency of 
use” principle, we implemented multiple voice commands 
for the same action to offer users flexibility. For example, 
users could activate the system’s listener for voice input 
using phrases like “hey glass,” “hey Vuzix,” “hello glass,” or 
“hello Vuzix.” Despite our best efforts to create an intuitive 
voice-based interaction, we noted that EMS providers some-
times faced challenges using voice commands and were 
uncertain why the system was not responding to their voice 
input. This observation underscores the potential value of 
providing users with feedback regarding system status to 
enhance the system’s transparency—a design approach that 
aligns with the principle of “visibility/feedback of system 

status.” Previous research has explored the utility of visual 
feedback in helping users understand how their voice input 
was processed—some studies indicated that users relied on 
visual feedback to gauge whether their voice input was cor-
rectly understood (Begany et al., 2015; Cowan et al., 2017), 
while others found that users relied on “guessing” tactics 
and that providing visual feedback offered no discernible 
advantage over scenarios where no visual support was given 
(Myers et al., 2018; Prilla & Mantel, 2021). Given these var-
ied findings, our future work will explore the most effective 
methods of delivering feedback on the voice interface’s 
actions and status to keep cognitively overwhelmed care 
providers informed and help them more easily recover from 
errors.

6.2. Implications for enhancing smart glass interaction 
in time-critical medical settings

Our usability testing revealed that tangible buttons achieved 
the best task performance, while voice commands and pinch 
gestures performed less effectively than buttons. These find-
ings are not surprising, considering that users are already 
familiar with tangible interaction methods (Kyung et al., 
2008). However, most errors related to voice commands and 
pinch gestures could be primarily attributed to software lim-
itations as well as users’ unfamiliarity with the specific com-
mands and required hand posture for performing pinch 
gestures. Additionally, despite the sub-optimal task perform-
ance, participants still favored touchless interaction methods 
over tangible buttons since the latter method could interfere 
with their manual tasks and increase the risk of cross-con-
tamination, eliminating the benefits of using smart glasses.

To increase the user adoption of smart glasses in in time- 
and safety-critical medical settings like EMS, it is crucial to 
make the interaction between care providers and smart 
glasses as seamlessly as possible. Below, we discuss several 
ideas to enhance smart glass interaction for fast-paced med-
ical teams, including improving the technical performance 
of hand or voice recognition, accounting for domain-specific 
constraints, considering the social implications of smart 
glass usage, offering flexible and hybrid user interactions, 
and providing necessary training.

6.2.1. Improving the technical performance of voice-recog-
nition and gesture-sensing software
With the increased prevalence of voice-based interaction in 
daily life and work (e.g., voice assistants), it has become one 
of the dominant input sources for many mobile applications 
(Syberfeldt et al., 2017). In our study, we found that 
although tasks took longer to complete with voice com-
mands compared to buttons, this method did not result in 
significantly more errors. Consistent with prior work (Lee & 
Hui, 2018), our study also found that the primary challenge 
for participants using voice commands was the voice-recog-
nition software’s limitation in recognizing the voice inputs. 
This issue often arose due to the software’s failure to accur-
ately capture the voice input or participants’ unfamiliarity 
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with the pre-defined voice commands. These findings sug-
gest that with improvements in voice-recognition software 
and additional training, voice commands could become a 
reliable input method for smart glasses. Recent research is 
increasingly focused on enhancing the technical performance 
of voice-recognition software; for example, studies have 
explored utilizing sensing and signal processing techniques 
to achieve high performance automatic speech recognition 
for smart glasses (Maruri et al., 2018; Zhang et al., 2023). 
Additionally, some speech recognition software tailored to 
the medical domain, such as Amazon Transcribe Medical 
and Google Speech-to-Text Clinical Conversation, have been 
designed for more accurate capture and transcription of 
medical terms and clinical conversations (Tran et al., 2023). 
Future studies could test the use of advanced voice-recogni-
tion tools with noise cancellation techniques in simulated or 
real EMS contexts to measure their effectiveness in process-
ing voice inputs in noisy environments.

Our study revealed that pinch gestures were the least effi-
cient in terms of task completion. This finding aligns with 
previous research (Sambrooks & Wilkinson, 2013), which 
reports that gestural interaction is less effective than touch 
interaction and is prone to inaccurate recognition and 
muscle fatigue. In our study, we found that most errors in 
using the pinch gesture method were due to incorrect hand 
positioning, as the gesture-sensing software has strict 
requirements for hand postures. However, it is encouraging 
to see that participants were able to independently resolve 
nearly all these errors and issues associated with performing 
pinch gestures. Therefore, we believe that with improve-
ments in software that enhance hand recognition and intui-
tiveness, the pinch gesture-based method has the potential 
to gain user acceptance. Recent work using deep learning 
methods to improve the accuracy of skeleton-based hand 
gesture recognition has shown impressive results 
(Mohammed et al., 2023). In our future work, we plan to 
evaluate more advanced gesture-sensing software with higher 
accuracy in hand posture recognition (e.g., CrunchFish XR 
Skeleton) and compare its task performance with the three 
methods assessed in the current study.

6.2.2. Accounting for domain-specific constraints
Although usability testing was conducted in controlled set-
tings, participants envisioned the use of smart glasses in the 
real world and identified several potential barriers associated 
with using voice commands and pinch gestures in the 
dynamic pre-hospital environment. It is imperative for the 
design of smart glass interactions to consider and address 
these issues.

First, unlike other hospital domains with relatively quiet 
workspaces, EMS providers operate in noisy and chaotic 
environments. Consequently, voice commands may be chal-
lenging to capture and recognize, or may be accidentally 
triggered by ambient noise (Lee & Hui, 2018). This issue is 
exacerbated by the current lack of efficient voice-recognition 
software for smart glasses that can accurately recognize 
medical terminology and syntax (Muensterer et al., 2014). 
Second, the nature of EMS work involves frequent 

movement or operating within a moving ambulance, which 
makes the use of gesture-based interaction difficult. For 
example, hand gestures often require a relatively long dwell-
ing time compared to touch or click interactions, as users 
need to maintain a posture long enough for the system to 
recognize the start and end of the gesture (Istance et al., 
2008). Given this limitation, using hand gestures in a turbu-
lent environment, can become cumbersome. Future research 
should focus on testing the effectiveness of gestural input in 
a moving ambulance.

In brief, the EMS context has unique characteristics that 
distinguish it from hospital-based care environments. As a 
result, using voice or gesture interaction methods can be 
challenging under certain conditions. Future research should 
aim to rigorously test touchless interaction methods in real 
settings to assess their suitability and user-friendliness.

6.2.3. Offering hybrid, multi-model user interaction
Our study revealed that user preference for interaction 
methods varied among providers. While some participants 
found voice commands easy to use, others appreciated the 
usefulness of pinch gestures. Additionally, although partici-
pants considered tangible buttons intuitive to use, they 
expressed hesitance to adopt this method due to concerns 
such as interference with manual tasks and the risk of 
patient contamination. Additionally, participants emphasized 
the importance of multimodal user interactions to provide 
alternative options when one method becomes unresponsive 
or impractical. For example, several participants mentioned 
that tangible buttons could serve as a backup approach for 
smart glass interactions.

Our findings are in line with prior research that suggests 
enabling hybrid user interaction to mitigate the limitations 
inherent in each individual method. For instance, studies 
found that single- or multi-finger touch gestures are more 
effective for interacting with virtual 2D content (e.g., selec-
tion and dragging), while direct manipulation gestures are 
better suited for 3D content (e.g., rotating) (Kim et al., 2019; 
Lee & Hui, 2018). From these insights, we propose offering 
hybrid, multimodal interaction methods for EMS providers 
to flexibly interact with different UI elements and perform 
various tasks with varying levels of complexity.

However, adopting a multimodal approach doesn’t neces-
sarily entail offering an abundance of interaction methods. 
As the number of interaction methods on smart glasses 
increases, additional problems may arise. For example, users 
might experience increased cognitive load if required to 
remember specific ways to use different interaction methods. 
Moreover, the computing power and battery life of the 
smart glass device could be quickly drained by running mul-
tiple advanced sensing software simultaneously. We also 
observed that the gesture-sensing software could conflict 
with other features that require the smart glasses’ camera 
resources, such as video-based teleconsultation with remote 
experts. Given these considerations, future work should 
explore the optimal balance between the number of inter-
action methods to be integrated into smart glasses and the 
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physical, cognitive, and computational constraints in using 
and implementing these methods.

6.2.4. Considering social implications of smart glass usage
Our participants raised concerns about the social implica-
tions of using voice commands in their work environment. 
They noted that using voice controls could attract a lot of 
attention in public spaces and potentially disturb others’ 
work (Kollee et al., 2014). This finding aligns with previous 
studies that have found interactions with smart glasses can 
be obtrusive when not thoughtfully designed, leading to 
reluctance among users to use smart glasses at their work-
place (Hsieh et al., 2016; Koelle et al., 2015; Lucero & Vetek, 
2014; Serrano et al., 2014).

This user concern highlights the need to consider the 
social implications of using smart glasses in medical settings, 
where vulnerable patients and their family members may be 
affected by the presence of smart glasses. Social acceptability 
plays a critical role in the adoption and use of new technol-
ogies (Rico & Brewster, 2010). It encompasses aspects such 
as the device’s appearance, its perceived social status, and its 
conformity with cultural norms, all of which can impact 
both users and spectators (e.g., bystanders) (Montero et al., 
2010). For example, Denning et al. (2014) emphasized the 
importance of bystanders’ assumptions about the purpose of 
using smart glasses. In a similar vein, Koelle et al. (2015) 
examined the social acceptability of smart glasses from the 
viewpoint of both users and spectators and found that the 
usage was perceived more positively by users, while the accept-
ability by spectators depended on understanding the purpose 
of use.

These previous studies clearly indicate that the use of 
smart glasses can be more acceptable when the purpose is 
known to others (Koelle et al., 2015; Montero et al., 2010). 
From this perspective, EMS providers may need to explain 
the purpose of using smart glasses if time permits and the 
patient is conscious (similar to how law enforcement officers 
explain the use of body-worn cameras to individuals after 
arriving at an incident scene). Additionally, the use of smart 
glasses affects not only EMS providers but also patients, 
their families, and bystanders (Klinker et al., 2020b). 
Therefore, it is necessary to engage different stakeholders 
involved in EMS care (e.g., providers and patients) to inves-
tigate the social implications of using voice commands, 
hand gestures, or other input methods when using smart 
glasses in patient care. These insights can inform the explor-
ation of new ideas to make the use and interaction of smart 
glasses less obtrusive and more socially acceptable.

Finally, given that the widespread use of smart glasses 
often raises privacy and ethical concerns (Denning et al., 
2014), it is imperative for researchers to seek ways to 
enhance the protection of privacy for bystanders and 
patients. For example, certain studies have explored consent 
mechanisms, such as opt-in and opt-out gestures, which 
enable bystanders to express their recording preferences to 
camera-equipped devices (Denning et al., 2014; Koelle et al., 
2018). Additionally, research has suggested using facial rec-
ognition techniques to automatically blur or obscure faces of 

individuals (e.g., bystanders) in video recording, thus cir-
cumventing potential ethical or medico-legal issues (Senior 
& Pankanti, 2011). Such approaches can be considered when 
deploying smart glass applications in sensitive contexts like 
emergency care.

6.2.5. Providing training to increase user adoption of 
smart glasses
We identified that participants’ lack of familiarity with the 
voice command library and correct hand posture were key 
factors contributing to the ineffective task performance 
when using touchless interaction methods. This finding is 
consistent with previous studies that reported similar issues 
(Pino et al., 2013; Sambrooks & Wilkinson, 2013). 
Therefore, it is crucial to provide the necessary instruction 
and comprehensive training on the proper use of and inter-
action with the device to enhance the uptake and effective 
utilization of smart glasses by medical providers. With train-
ing, EMS providers can improve their recall of voice com-
mands and develop muscle memory for performing hand 
gestures. In line with research on health information tech-
nology implementation (Sittig & Singh, 2015), we believe 
that offering not only initial onboarding training but also 
regular training sessions to EMS users is essential. This 
approach promotes user adaptation and facilitates the inte-
gration of smart glasses into their actual work practices 
(Park & Chen, 2012). Moreover, the level of technological 
proficiency among users plays a significant role in the adop-
tion of touchless interaction methods. Some tech-savvy med-
ical providers may find it easier to learn and use these 
methods, while others may not. Therefore, training pro-
grams should be tailored to the needs of individuals who 
require additional support and more time to become famil-
iar with operating the device. Lastly, after the system deploy-
ment, it is beneficial to regularly assess the actual usage of 
the device in real-world scenarios and collect user feedback. 
Such data can provide insights for improving the design of 
smart glasses and addressing any unexpected system issues 
or unintended consequences. By actively monitoring user 
experiences and committing to continuous improvement, we 
can ensure that smart glasses meet the evolving needs and 
expectations of EMS providers.

6.3. Limitations and future work

Our study has several limitations that should be acknowl-
edged. First, the training provided to participants on how to 
interact with smart glasses was not extensive enough. A 
more comprehensive training could have improved users’ 
familiarity with touchless interaction methods and poten-
tially led to better task performance. Second, our evaluation 
of the interaction methods was conducted in controlled 
environments. To address this study limitation, our next 
study phase will involve conducting evaluations in simulated 
events, which will allow us to uncover additional usability 
issues and gain a deeper understanding of how each inter-
action method performs in more realistic scenarios. Third, 
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the number of participants in the usability testing was not 
large, even though the power analysis indicated that 16 par-
ticipants would meet the minimum requirements for our 
study’s sample size. Access to EMS providers is challenging 
due to their exhaustive and high-stress work schedules (e.g., 
8-h or 12-h shifts). In future work, we plan to recruit more 
EMS providers by collaborating with EMS agencies beyond 
the four that participated in the current study. Lastly, it is 
important to note that the usability and user experiences of 
voice commands and pinch gestures in our study could be 
influenced by the quality and performance of the software 
used. For instance, using more sophisticated gesture-sensing 
software could potentially enhance the task performance of 
the gesture-based method. Therefore, some of the issues 
identified with using touchless interaction methods, such as 
difficulties in recognizing voice commands or pinch ges-
tures, may not be applicable to other devices and applica-
tions with different software implementations.

7. Conclusions

In this paper, we present an exploratory investigation into the 
user needs and experiences of touchless interaction methods 
for smart glasses in the context of EMS work. Despite recent 
advancements, our study reveals that touchless interaction 
methods still have limitations in facilitating seamless interac-
tions with smart glasses compared to tangible methods. 
However, the less effective task performance of touchless 
interaction methods could be attributed to participants’ lack 
of familiarity with these new methods and to limitations of 
the software. More importantly, it is noteworthy that voice 
commands and pinch gestures were rated higher in user pref-
erences than buttons by our study participants. These findings 
highlight the importance of improving the technical perform-
ance and usability of touchless interaction methods to better 
meet user needs and expectations. Furthermore, it is crucial 
to account for the distinct characteristics of the EMS environ-
ment when designing smart glass interactions for dynamic 
settings. Beyond technical constraints, smart glass designers 
and manufacturers must make trade-off decisions by balanc-
ing factors such as technology maturity and performance, 
user preferences, social implications, and other contextual 
limitations. Our research uncovers many research opportuni-
ties for designing intuitive interaction experiences for smart 
glasses that can enhance the efficiency and effectiveness of 
fast-paced medical work and similar contexts. The insights 
from this study can inform future design efforts to create 
seamless and intuitive interactions that empower professionals 
in time-critical situations.

Notes

1. https://intercom.help/vuzix/en/articles/5954802-overview.
2. https://www.crunchfish.com/gestures/.
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