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Abstract
Ongoing research efforts have been examining how to utilize artificial intelligence technology to help healthcare consum-
ers make sense of their clinical data, such as diagnostic radiology reports. How to promote the acceptance of such novel 
technology is a heated research topic. Recent studies highlight the importance of providing local explanations about AI 
prediction and model performance to help users determine whether to trust AI’s predictions. Despite some efforts, limited 
empirical research has been conducted to quantitatively measure how AI explanations impact healthcare consumers’ per-
ceptions of using patient-facing, AI-powered healthcare systems. The aim of this study is to evaluate the effects of different 
AI explanations on people’s perceptions of AI-powered healthcare system. In this work, we designed and deployed a large-
scale experiment (N = 3,423) on Amazon Mechanical Turk (MTurk) to evaluate the effects of AI explanations on people’s 
perceptions in the context of comprehending radiology reports. We created four groups based on two factors—the extent of 
explanations for the prediction (High vs. Low Transparency) and the model performance (Good vs. Weak AI Model)—and 
randomly assigned participants to one of the four conditions. Participants were instructed to classify a radiology report as 
describing a normal or abnormal finding, followed by completing a post-study survey to indicate their perceptions of the AI 
tool. We found that revealing model performance information can promote people’s trust and perceived usefulness of system 
outputs, while providing local explanations for the rationale of a prediction can promote understandability but not necessar-
ily trust. We also found that when model performance is low, the more information the AI system discloses, the less people 
would trust the system. Lastly, whether human agrees with AI predictions or not and whether the AI prediction is correct or 
not could also influence the effect of AI explanations. We conclude this paper by discussing implications for designing AI 
systems for healthcare consumers to interpret diagnostic report.
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Introduction

Text-based diagnostic radiology reports are an important 
type of medical data, which are written by radiologists 

to describe their interpretation of the findings of imag-
ing studies (e.g., computerized tomography (CT) scan or 
magnetic resonance imaging (MRI)). Typically, the reports 
are only shared with and used by the referring physician 
to augment their diagnosis. However, growing evidence 
has shown that patients are increasingly interested in 
getting access to this type of data to empower their self-
management and participation in the decision-making pro-
cess [1–3]. As such, healthcare organizations have started 
making the radiology reporting data available to patients 
through patient-facing technologies, such as online patient 
portals [4–7]. However, the literature points out that these 
radiology reports are too technical as they overly use 
medical jargons, making them not comprehensible to lay 
patients [3, 8, 9]. Despite many efforts [9–11], patients 
still have difficulty making sense of and acting upon their 
radiology data [12–14].
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In recent years, researchers have begun exploring the 
potential of using artificial intelligence (AI) technology to 
help patients interpret their clinical data and make informed 
decisions [15–18]. This novel technology is expected to help 
patients identify meaningful information out of their radiol-
ogy report [19, 20]. Despite the high potential in enhancing 
patient-centered care, current AI-based healthcare systems 
are mostly working as a “black box”—the inner workings 
of the system are not visible to the user, making it hard for 
the patients to determine whether they can trust the sug-
gestions and use that to make decisions [21]. To promote 
trust and acceptance of AI-based decision support systems, 
the literature highlighted the importance of explaining AI’s 
predictions to help users understand the recommendations 
made by the system [21–26]. Prior work has investigated 
what information or explanations users would like to see 
[27–30]. For example, research has recommended provid-
ing local explanations for the rationale of a prediction (e.g., 
how each attribute of the case contributes to the model’s 
prediction) to help people determine whether to trust AI’s 
predictions [31, 32]. Also, the information about model per-
formance may help users determine whether they should 
base their decisions on the system’s predictions [33–35].

While these explanations are demanded, we know little about 
how these explanations are perceived by healthcare consum-
ers and how they impact healthcare consumers’ perceptions in 
AI-assisted decisions. That is, the effect of AI explanations has 
not been empirically tested in the context of patient-facing, AI-
driven health systems. As healthcare is a high-stake domain, 
without rigorous, empirical and thorough evaluation, designers 
and developers of health AI systems are left with little guidance 
regarding how to present AI predictions in a format that is mean-
ingful, understandable, and trustworthy to the patient [27, 36]. 
It is, therefore, vital to investigate what explanatory informa-
tion has the greatest effect on establishing trust and promoting 
system acceptance [37].

In this paper, we report an experimental study during which 
we evaluated the effect of different explanations on health-
care consumers’ perceptions of AI technology in the context 
of comprehending radiology reports. The first two research 
questions (RQs) included: RQ1) What is the effect of provid-
ing local explanation on healthcare consumers’ perceptions of 
health AI systems? and RQ2) What is the effect of model per-
formance information on the perceptions? Moreover, in theory 
people may rely on the AI in cases where it is correct or has 
high performance and use their own judgement in cases where 
it is inaccurate or has low performance. It is highly possible that 
there may exist misalignment between human judgement and 
AI recommendations that are in the form of predictions, which 
could result in trust issues. To that end, the last two research 
inquiries were RQ3) Whether patients’ agreement with AI 
predictions could influence the effect of AI explanations on 
patients’ perceptions of the system? and RQ4) Whether the 

correctness of AI prediction could also make an impact on 
patients’ perceptions in AI-assisted decision making? This 
is part of a large research effort to design and develop AI-
driven informatics tools to support patients making sense 
of their diagnostic reports. This study makes the following 
contributions: First, we present a large-scale experimental 
design for evaluating healthcare consumers’ perceptions of 
AI systems, which can be replicated by other researchers. 
Second, we describe the effect of different explanations on 
healthcare consumers’ perceptions of patient-facing, AI-
driven health systems. Third, we provide suggestions for 
designing patient-centered AI-driven health systems.

Related Work

AI in Healthcare

Over the past decade, artificial intelligence technology has 
rapidly grown in popularity. Many modern AI systems are 
designed to utilize and learn from large datasets while imi-
tating human cognitive functions to process input informa-
tion to generate relevant outcomes for decision support. One 
field that has greatly benefited from the rise of AI is health-
care. Advanced AI techniques (e.g., deep neural networks 
and knowledge graph) have been used in medicine for vari-
ous applications, such as cancer detection and diagnosis [38, 
39], genetic diagnosis [40], and imaging study interpretation 
[41, 42]. In these cases, AI techniques serve as a “second 
set of eyes” to help clinicians diagnose or inspect a clinical 
case, with the goal of reducing diagnostic errors [30, 43].

However, prior work primarily focused on developing AI 
systems for clinician use, with little attention paid to how to 
design patient-facing AI systems to enhance patients’ partic-
ipation in the shared decision-making process [44]. A nota-
ble exception is healthcare chatbots, which allow patients 
to seek medical information and triage their conditions in 
a timely and cost-effective manner [45, 46]. However, they 
usually do not have the capability to interpret clinical data, 
such as radiology imaging reports. Our study contributes to 
bridging this knowledge gap by investigating how to design 
patient-facing, AI-powered systems to help patients interpret 
and act upon their radiology reports.

User Perception of AI‑Driven Healthcare Systems

Beyond the technology development, user perception is criti-
cal to study as it influences acceptance and adoption of the 
technology. User perception of technology consists of many 
aspects. In established fields such as information systems, 
researchers have been using the Technology Acceptance 
Model (TAM) [47] or Unified Theory of Acceptance and Use 
of Technology Model (UTAUT) [48] to explain variables that 
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influence user perceptions. In contrast, as AI-driven technol-
ogy is a rapidly evolving domain, a robust and well-accepted 
user perception model of AI systems has not been developed. 
However, it is worth noting a few exceptions. For example, 
Ehsan et al. [49] tested the effects of automated AI explana-
tion on human perceptions from several perspectives, includ-
ing confidence, human-likeness, adequate justification, and 
understandability. Another study [50] examined the usefulness 
and naturalness of AI-generated explanations.

In addition, human trust is critical to adoption of AI sys-
tems, especially in high-critical context, such as healthcare 
[51]. As prior studies have highlighted, the lack of patient 
and clinician trust in AI is a significant barrier to adoption of 
healthcare AI systems [52, 53]. In particular, lay individuals 
tend to have less trust towards AI systems by default com-
pared to trust towards humans [54]. Also, trust in intelligent 
systems is slower to build up and faster to decrease than trust 
in humans [55]. The literature argued that one primary bar-
rier of promoting users’ trust and acceptance of AI systems 
is the “black box” problem—decision makers have difficulty 
understanding how AI systems produce certain outputs [56]. 
To foster trust in AI-assisted tools, researchers have sug-
gested rendering them more transparent [22, 25, 26].

While a substantial body of literature is dedicated to eval-
uating the effects of AI explanation, these previous studies 
have focused on low-risk contexts in such settings as rec-
ommender system [57] and e-commerce system [25]. Little 
attention has been paid to the effect of AI explanations in 
domains with greater risk, such as healthcare. In addition, 
research has largely focused on developing or improving 
models to make AI systems more explainable, but there are 
few studies examining what explanations can improve users’ 
acceptance and trust of AI systems. For example, local 
explanations that explain the rationale for a single prediction 
(in contrast to global explanations which describe informa-
tion related to the overall logic of the AI model) are recom-
mended to help users determine whether to trust AI pre-
dictions on a case-by-case basis [31, 32]. In addition, prior 
work has suggested presenting model performance infor-
mation, i.e., the confidence score of each single prediction 
(which reflects the chances that the AI is correct), to help 
users determine whether they should rely on the AI [33, 34]. 
Despite some efforts [35, 58], we still know little about how 
local explanations and model performance are perceived by 
lay patients, or how they impact patients’ perception in the 
context of AI-assisted radiology data interpretation.

Methods

To evaluate the effect of AI explanations on healthcare con-
sumers’ perceptions of using AI-powered healthcare sys-
tems to comprehend radiology reports, we designed and 

conducted a large-scale online experiment. Details of the 
experiment are described below.

Dataset

In this experiment, we used a dataset created in a previ-
ous study during which participants were asked to annotate 
sentences retrieved from de-identified radiologist reports as 
describing normal or abnormal findings regarding a speci-
fied anatomical structure of interest [59]. For example, “the 
stapes is thickened” describes an abnormal finding, while 
“there is no evidence of bony erosion of the ossicles or the 
scutum” dictates a normal finding. The purpose of the origi-
nal study was to investigate the feasibility and effectiveness 
of using crowd workers to label and curate biomedical data-
sets for training machine learning algorithms. The annota-
tion dataset generated through this previous work consisted 
of 276 sentences that were annotated by the subject mat-
ter experts (e.g., radiologists), and 727 sentences that were 
annotated by crowd workers. We used the entire dataset in 
the present study.

Experimental Design

Since our study aims to examine the effect of local expla-
nations and model performance on people’ perceptions of 
AI-based healthcare systems, we created four groups based 
on two factors: the extent of explanations for the prediction 
(High versus Low Transparency) and the model performance 
(Weak versus Good Model). To that end, we employed a 
between-subject experimental design methodology and 
assigned participants randomly to one of the four condi-
tions. We denoted these four conditions as Weak AI-Low 
Transparency, Weak AI-High Transparency, Good AI-Low 
Transparency, and Good AI-High Transparency.

To study the effects of AI model performance, we created 
two predictive models using Support Vector Machines (SVM) 
with linear kernels. SVM was chosen over other alternatives 
(e.g., deep learning, logistic regression) because this method 
offers a fair balance between performance and interpretability 
[60]. Prior to model training, we extracted features by creat-
ing vectoral representations of the textual data – commonly 
known as word embeddings. We follow a standard bag-of-
word approach, where each textual entry was represented by 
its word frequency vector. Word frequencies were then trans-
formed with tf-idf statistics to emphasize the important words 
in our dataset. For model building, we used the crowd-anno-
tated labels reported in [59]. The accuracy of the crowd-anno-
tated data was 93.49%. We then used the 276 expert-annotated 
labels as the “gold standard” to evaluate the performance of 
the models. Our reasoning for using crowd labelled data, as 
opposed to expert-annotated data, for training our models is 
twofold. First, expert-annotated data was not large enough to 
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train an AI model and the accuracy of the training data was 
reasonably high. Second, by using less accurate annotations, 
we were able to collect more data for the scenario that AI fails 
to provide correct recommendations during the experiment.

Two AI models were trained using the crowd-annotated 
labels. More specifically, the Weak AI model was trained 
using 20% of the available training data (143 rows and 
labels) while the Good AI model was trained using all the 
available data (727 rows and labels). The Area Under the 
Curve (AUC) statistics from Receiver Operating Charac-
teristic (ROC) curves were 0.94 for the Good AI model and 
0.78 for the Weak AI model, suggesting both models are 
reasonably accurate and different from one another.

Transparency conditions (High versus Low Transpar-
ency) differ in the extent of explanations provided. The dif-
ferences can be shown in Fig. 1. In the Low Transparency 
condition, we provided the AI prediction (normal versus 
abnormal findings) for the presented radiology report with 
the associated posterior probability of the prediction (i.e., 
confidence score). In contrast, in the High Transparency 
condition, in addition to the confidence score, the SVM 
features with highest scores within the presented sentences 
were provided as the reasoning underlying the prediction. 
For example, as shown in Fig. 1a, for the given report, the 
high transparency AI system provided local explanation in 
addition to its prediction and confidence score: “The sugges-
tion is based on the following word(s): ‘normal’ and ‘ clear,’  
which AI associates with a normal diagnosis.”

Participants

We conducted the experiment on Amazon Mechanical Turk 
(MTurk), an online crowd-sourcing platform that facilitates 
worker recruiting and human intelligence task (HIT) com-
pletion. We invited MTurk workers who were based in U.S. 
and had completed at least 1000 previous HITs with at least 
a 95% approval rate to participate in our task. In total, we 
recruited 3,432 participants, who were randomly assigned 

into one of the four conditions. Table 1 summarizes the 
demographic characteristics of all participants. Each eligible 
worker earned $0.2 to $0.4 as compensation.

Procedure

On MTurk, we collected annotations in batches, which 
were deployed in sequence. Each batch contained tasks 
designed for one condition. For each batch, we populated 
the HITs by randomly selecting a sentence from the cur-
rent collection of unlabeled sentences. We embedded two 
quality assurance mechanisms in each annotation task 
designed to minimize the impact of varying expertise of 
crowd workers. First, we required three unique workers 
to label each sentence. Second, workers could only com-
plete one task to avoid any carry-over effects.

Participants completed the study on a survey-like inter-
face. They first filled out the consent form acknowledging 
their understanding of the study procedure and purpose. 
Upon giving consent, participants completed a demograph-
ics questionnaire. Then, we provided instructions and exam-
ples to help the participants get familiar with the task. Fol-
lowing instructions, participants were asked to complete 
only one annotation task, that is, classifying the highlighted 
sentence of a radiology report as describing a normal or 
abnormal observation of the specified component (Fig. 1). 
An AI-generated prediction was provided to assist the anno-
tation task; an explanation of the AI prediction was also pro-
vided for High-Transparency conditions (Fig. 1). At the end 
of each task, we asked participants to fill out a post-study 
survey to indicate their perceptions of the demonstrated AI 
system, all on a 5-point Likert Scale: 1 denotes strongly 
disagree and 5 denotes strongly agree. We developed the 
post-study survey based on prior work [49] and tested it with 
a small group of people (e.g., researchers and students) to 
ensure its validity. Some questions and what they measured 
are listed below:

Fig. 1   An illustrative example 
of the annotation task under (a) 
with prediction explanations, 
(b) without prediction explana-
tions
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Table 1   Summary of 
participants’ demographics

Conditions

Weak Model Good Model

with Explanation 
(N = 831)

without Explana-
tion (N = 855)

with Explanation 
(N = 907)

without 
Explanation 
(N = 839)

Gender Female 55% (452) 56% (476) 54% (486) 56% (471)
Male 45% (375) 44% (376) 46% (416) 44% (365)
Other % (4) % (3) % (5) % (3)

Age 18–25 years 16% (131) 17% (148) 21% (186) 19% (157)
26–49 years 68% (563) 66% (568) 65% (588) 66% (553)
50–64 years 13% (111) 13% (109) 12% (106) 13% (110)
65 and older 3% (26) 4% (30) 3% (27) 2% (19)

Occupation 
Industry

Education 12% (101) 12% (105) 13% (120) 13% (112)
Finance 8% (63) 8% (69) 10% (86) 10% (87)
Government 4% (39) 6% (50) 5% (48) 6% (46)
Health Care 18% (147) 17% (146) 18% (164) 21% (173)
IT 18% (148) 21% (178) 18% (160) 18% (153)
Other 40% (333) 36% (307) 36% (329) 32% (268)

Q1. I believe that AI predictions are useful (this is a meas-
ure from TAM [47] to evaluate perceived usefulness).
Q2. I believe that AI provides sufficient information 
to help me understand the report (this is a transformed 
measure from TAM to evaluate output quality).
Q3. I understand how the AI system generates its predic-
tions (this is a transformed measure from TAM to signal 
perceived ease of use).
Q4. I trust the AI predictions (this is a measure from 
TAM).

Data Analysis

We evaluated average user responses to questions above 
with respect to the availability of local explanations (trans-
parency: High vs. Low), and the performance of the AI 
model providing the recommendation (performance: 
Good vs. Weak.). First, we checked for possible interac-
tion effects between the two independent variables: trans-
parency and performance conditions, with a two-way 
ANOVA analysis for each question. We did not detect any 
significant interaction effects. Since each testing condition 
(transparency or performance) yielded two subgroups, we 
proceeded with comparing the average responses between 
each subgroup pairs and validated statistically significant 
differences between them with t-tests. The t-test results 
were in line with the main effects observed in our ANOVA 
analyses.

In addition, we split the responses into two groups based on 
whether a participant’s final response was the same as the AI pre-
diction they observed (“AI-Human Agree”) or not (“AI-Human 
Disagree”). We repeated the statistical analysis described above 
for each group to determine  whether  the human-AI agreement 
could affect the observed effect of model performance and local 
explanation. We followed the same procedure to examine the 
relationship between the effect of AI explanations and the cor-
rectness of AI prediction.

Results

The Effect of Explanations on the Perceived 
Usefulness of AI Predictions

We found providing local explanation (high transparency) 
has no effect on the perceived usefulness of AI predictions 
(Table 2). However, we did observe that the usefulness of 
AI predictions was rated lower in a high transparency condi-
tion when human disagreed with AI predictions (p = 0.047) 
(Table 3).

With the same transparency level, we found that when par-
ticipants saw a prediction generated by the good AI model, 
they tended to perceive the AI prediction as significantly more 
useful (low-transparency as a control variable, p < 0.001; 
high-transparency as a control variable, p < 0.001) (Table 4).
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The Effect of Explanations on the Perceived 
Sufficiency of AI Information

Providing local explanation had no effect on the perceived 
sufficiency of AI information (Table 2). But it is worth not-
ing that when people disagreed with AI or the AI prediction 
was incorrect, providing local explanations actually led to 
lower ratings, despite not significant (Table 3).

With the same level of information transparency, par-
ticipants expressed that good AI model conditions provided 
more sufficient information for their interpretation (low-
transparency as a control variable, p < 0.001; high-transpar-
ency as a control variable, p < 0.001) (Table 4).

The Effect of Explanations on the Perceived 
Understandability of AI Logic

With the same level of AI model performance, participants 
in the high transparency group believed they had a better 
understanding of how AI arrived at its prediction (weak AI 
model as a control variable, p < 0.001; good AI model as a 
control variable, p < 0.001) (Table 2). Even when people 
disagreed with AI or the AI prediction was incorrect, the 
rating of the perceived understandability of AI logic was 
higher when providing local explanation (Table 3).

When presented with the same amount of local expla-
nations, participants saw a good AI model were more 
likely to agree that how AI generated its predictions was 
understandable (p < 0.001) (Table 4). However, presenting 
a good AI model didn’t always result in high understand-
ability of the AI logic. For example, if people disagreed 
with AI or when the AI prediction was incorrect, people 
would provide a lower rating (p < 0.0001 in both condi-
tions) (Table 5).

The Effect of Explanations on the Perceived 
Trustworthiness of AI Predictions

Our results revealed that as long as participants saw a predic-
tion generated by the good AI model, there is no significant 
difference of trust between low and high transparency condi-
tions (Table 2). However, we observed that when the model 
performance was low (Table 2) or when human disagreed 
with the AI prediction (Table 3), the more explanations 
provided, the lower trust of AI predictions was expressed 
(p = 0.04 and p < 0.001, respectively). In addition, we found 
that participants reported a higher trust in AI when they 
were presented with a good AI model (low-transparency as 
a control variable, p < 0.001; high-transparency as a control 
variable, p < 0.001) (Table 4).

Table 2   When controlling 
model performance, the 
association between providing 
local explanations and people’s 
perceptions of different aspects 
of the AI system

*p < 0.05, **p < 0.01, ***p < 0.001

Conditions

Weak Model Good Model

With 
Explana-
tion
(N = 831)

Without 
Explana-
tion
(N = 855)

P value With 
Explana-
tion
(N = 907)

Without 
Explana-
tion
(N = 839)

P value

Q1 (usefulness) 3.23 3.28 0.42 3.48 3.48 0.98
Q2 (sufficiency) 3.13 3.20 0.24 3.41 3.38 0.52
Q3 (understandability) 3.40 3.13  < 0.001*** 3.61 3.23  < 0.001***
Q4 (trustworthiness) 3.09 3.20 0.04* 3.33 3.37 0.43

Table 3   Under two conditions 
(“Incorrect AI” and 
“AI-Human Disagree”), the 
association between providing 
local explanations and people’s 
perceptions of different aspects 
of the AI system

*p < 0.05, **p < 0.01, ***p < 0.001

Conditions

Incorrect AI AI-Human Disagree

With 
Explana-
tion
(N = 286)

Without 
Explanation
(N = 291)

P value With Expla-
nation
(N = 407)

Without 
Explanation
(N = 428)

P value

Q1 (usefulness) 3.07 3.23 0.14 2.96 3.13 0.047*
Q2 (sufficiency) 3.05 3.12 0.48 2.94 3.01 0.35
Q3 (understandability) 3.31 3.08 0.003** 3.31 3.08 0.005**
Q4 (trustworthiness) 2.87 3.03 0.08 2.75 3.03  < 0.001***
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Table 4   When controlling 
transparency level, the 
association between model 
performance and people’s 
perceptions of different aspects 
of the AI system

*p < 0.05, **p < 0.01, ***p < 0.001

Conditions

High Transparency Low Transparency

Present 
Weak 
Model
(N = 831)

Present 
Good Model
(N = 907)

P value Present 
Weak 
Model
(N = 855)

Present 
Good 
Model
(N = 839)

P value

Q1 (usefulness) 3.23 3.48  < 0.001*** 3.28 3.48  < 0.001***
Q2 (sufficiency) 3.13 3.41  < 0.001*** 3.20 3.38  < 0.001***
Q3 (understandability) 3.40 3.61  < 0.001*** 3.13 3.23 0.06
Q4 (trustworthiness) 3.09 3.33  < 0.001*** 3.20 3.37  < 0.001***

Table 5   Under two conditions 
(“Incorrect AI” and “AI-Human 
Disagree”), the association 
between model performance 
and people’s perceptions of 
different aspects of the AI 
system

*p < 0.05; **p < 0.01; ***p < 0.001

Conditions

Incorrect AI AI-Human Disagree

Present 
Weak 
Model
(N = 381)

Present 
Good 
Model
(N = 196)

P value Present 
Weak 
Model
(N = 481)

Present 
Good 
Model
(N = 354)

P value

Q1 (usefulness) 3.09 3.27  < 0.001*** 3.07 3.01 0.41
Q2 (sufficiency) 3.03 3.19  < 0.001*** 3.00 2.94 0.47
Q3 (understandability) 3.22 3.17  < 0.001*** 3.22 3.16  < 0.001***
Q4 (trustworthiness) 2.92 3.01  < 0.001*** 2.93 2.84 0.23

Discussion

Our study revealed that model performance can influence 
people’s trust toward health AI systems. When the model 
performance was higher, participants tended to rate AI pre-
dictions as highly trustworthy and useful. These findings are 
consistent with prior work [35, 61] showing that model per-
formance information plays an important role in promoting 
users’ trust and acceptance of AI systems. However, the chal-
lenge is that the performance and reliability of many today’s 
patient-facing, AI-driven health systems are not good enough 
[62, 63]. As our study shows, when model performance was 
poor or when the local AI prediction was incorrect, the more 
information disclosed to users, the less people would trust AI. 
Prior work also suggest that showing a performance indica-
tor (e.g., confidence score) might have drawbacks [35, 64]. 
For example, a numeric score may not be meaningful to lay 
people. Also, just presenting model performance with a con-
fidence score may be insufficient for many people to develop a 
good understanding of how accurate or reliable the system is, 
especially when dealing with complex, high-critical scenarios 
(e.g., interpreting clinical data). Therefore, we suggest that 
the designers should scrutinize about presenting model per-
formance information to patients. One possible design solu-
tion is combining the use of color and explicit description 

of low-confidence zones to deliver an intuitive view of the 
model performance to help users calibrate their trust. For 
example, when the model performance is not optimal, the 
system can use red color to display the predictions, accom-
panied by a clear description of why the confidence score 
is low. Future research could study the effect of this design 
technique on patients’ trust while using the AI system to 
make decisions.

We also found that providing local explanations for the 
rationale of a prediction led to a better understanding of how 
AI arrived at its prediction. However, it didn’t help foster 
trust. These findings contributed to the on-going investiga-
tion of how AI explanations affect people’s trust; some stud-
ies have found that interfaces designed to provide explana-
tions are effective building users’ trust in the AI systems [22, 
25, 26], whereas other studies found contradicted results—
providing explanations may not raise satisfaction, or even 
erode users’ trust in a system [57, 65]. These previous stud-
ies conducted in settings such as recommender system [57] 
and e-commerce system [25]. Our findings revealed that in 
the context of comprehending radiology report, providing 
more explanations about AI predictions did not contribute 
to trust building. There are two possible explanations. One 
is that our study context has a high criticality, healthcare 
consumers are more concerned about whether the AI system 
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is reliable and accurate, rather than its reasoning. Another 
explanation is that when participants disagreed with the AI 
prediction or when the AI prediction was inaccurate, provid-
ing more explanations of AI prediction actually had negative 
effect.

We found that people’s agreement with AI predictions 
and the correctness of AI predictions could influence the 
effect of explanations on people’s perceptions. For example, 
if human disagreed with the AI prediction, providing local 
explanation actually led to lower ratings of the perceived 
usefulness and trustworthiness of AI predictions. Similarly, 
in the condition of human-AI disagree or AI incorrect, 
presenting a good model didn’t help at all (for example, it 
actually led to lower understandability of AI predictions). 
These observations indicated that people’s perceptions of 
AI-driven health systems are not only affected by AI expla-
nations or model performance, but also highly related to 
their knowledge level and personal judgement. These find-
ings align with previous work showing that relatability (how 
relatable the explained rationale is to people’s judgement) 
influences users’ perceptions of how much the generated 
explanation helped them understand the rationale of the AI 
system [49].

Taken together, model performance information can 
promote people’s trust and perceived usefulness of AI pre-
dictions, while providing local explanation can promote 
understandability. From this perspective, it might be useful 
to present both types of information to patients when they 
are using the tool to interpret clinical data. However, it is 
never easy to achieve that goal. There has been heated debate 
regarding the trade-offs between model accuracy and model 
interpretability—those state-of-the-art methods for generat-
ing more accurate models are less likely to be interpretable 
by end-users [60, 66]. For example, deep neural networks 
have achieved near-human accuracy levels in various types 
of tasks (e.g., classifying medical image [67]), but this 
approach remains operating as black boxes, offering little 
to no explanation as to why specific features are selected 
over others during training or whether and how users’ inputs 
are taken and modeled by the algorithm [68]. Future work 
should look into how to achieve a good balance between 
model performance and model interpretability when devel-
oping patient-facing AI systems.

Our study has several limitations. For example, the 
context of our study only focused on the interpretation of 
radiology reports. As user needs for information and AI 
explanations may change in different contexts, future work 
should evaluate the generalizability of the results in other 
contexts and assess longitudinal behavioral outcomes. Sec-
ond, our participants were recruited online through MTurk 
and they may not have experience with reviewing radiol-
ogy reports. But as our goal is to develop AI-based systems 
for lay patients, especially those who do not have sufficient 

health literacy, using MTurkers for this study is appropriate. 
In addition, prior work has demonstrated that using MTurk 
to study healthcare consumers’ perceptions is reliable and 
effective [69]. Third, it is well recognized that MTurkers 
could be more tech savvy than the wider population. This 
limitation of participant recruitment could affect the gener-
alizability of our results because there is a lack of represen-
tation of marginalized population. In our future work, we 
will include more marginalized population (e.g., less liter-
ate people and older adults) to investigate their perceptions 
of using explainable AI systems to interpret clinical data. 
Lastly, other types of explanations that could feed into user 
trust, such as global explanations, were not included in our 
system prototype. Future work can compare the effects of 
global explanations with local explanations.

Conclusion

In this study, we conducted an experimental study to evaluate 
the effect of AI local explanations and model performance on 
establishing trust and promoting positive attitudes in the con-
text of comprehending radiology report. We found that model 
performance can promote people’s trust and perceived under-
standability, while local explanations can promote understand-
ability of AI recommendations but not necessarily trust. We also 
observed that whether human agree or disagree with AI predic-
tions or whether the AI prediction is correct or not could also 
influence the effect of AI explanations on healthcare consumer’s 
perceptions. We discussed the implications of these findings, 
especially in relation to the design of health AI systems to help 
patients understand diagnostic results.
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